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Introduction

The Internet is an interconnection of networks, or cloudsliidual networks are administratively distinct
and opaque (or should be) to outsiders. The emphasis islongimectivity that allows data packets to find
new routes, even if some part of the old route fails duringraneation. This is possible because each packet
is routed separately. In contrast, the telephony netwankeszalls, using the same path for the duration of
the call. Failure of some portion of the pre-arranged paitls tiesults in the loss of the call.

Figure 1 shows howouandme hosts on the Internet, might be connected through a nunfhesteork
clouds, one of which has some interior connections showticslthat there are multiple possible paths, both
through distinct clouds and inside the expanded cloud. 1B @ast ultimately work in this environment.

Defining Quality of Service

The objective of quality of service in packet networks is traqtify in some way the treatment a particular
packet can expect as it transits a network. Adding diffeaéi@oS to a network can’t and doesn’t add
bandwidth, thus if some packets get better treatment, ®tvél get worse treatment. A workable QoS
architecture is one that provides a framework to manageutifErness according to policy.

The Internet Engineering Task Force (IETF) makes standardfe Internet and publishes them as RFCs
availble at http://www.ietf.org/rfc. The approach to Qatevolved in the past 20 years.

Packet-oriented Approach

RFC 791, published in 1981, describes per-packet designiatiended to indicate what kind of treatment a
packet should get oner-cloudbasis. Each packet has a Type of Service (TOS) octet whengattiet's
importance (precedence field) and service requirements (i) could be identified. From RFC 791:

The Type of Service provides an indication of the abstracampaters of the quality of service
desired. These parameters are to be used to guide the @eletthe actual service parameters
when transmitting a datagram through a particular netwd@kyveral networks offer service
precedence, which somehow treats high precedence trafitoesimportant than other traffic
(generally by accepting only traffic above a certain prenedet time of high load). The major



Figure 1. Connected through an Internet of Network Domains

choice is a three way tradeoff between low-delay, higralelity, and high-throughput.
and

The Network Control precedence designation is intende@ tasled within a network only. The
actual use and control of that designation is up to each mktwdhe Internetwork Control
designation is intended for use by gateway control origirsabnly. If the actual use of these
precedence designations is of concern to a particular miepvtas the responsibility of that
network to control the access to, and use of, those preceddggignationsfauthor’'s emphasis]

Unfortunately, no architecture was developed to utilizesthfields and, in most cases, no mechanisms
existed in the network to give differential treatment to lggs. An attempt to further define and redefine
the 4-bit TOS field of the TOS octet was made with RFC 1349 (nbgotete). RFC 1349 gives guidelines
for preferring routes with TOS matched to packet TOS, bufli®& definitions remain rather general, i.e.,
minimize delay (1000), maximize throughput (0100), maxzienieliability (0010), maximize monetary cost
(0001), and normal service (0000). There is no frameworkattaching quantifiable measures to these
gualitative phrases nor for requesting and being grantgeteifsc TOS, either for a packet or a route. RFC
1349 followed a guideline it expresses as:

The fundamental rule that guided this specification is tHadst should never be penalized for
using the TOS facility. If a host makes appropriate use oft®& facility, its network service
should be at least as good as (and hopefully better than)uldAtave been if the host had not
used the facility. This goal was considered particularlpamiant because it is unlikely that any
specification which did not meet this goal, no matter how gibadight be in other respects,
would ever become widely deployed and used. A particulasequence of this goal is that if a
network cannot provide the TOS requested in a packet, theonletloes not discard the packet
but instead delivers it the same way it would have been deli/ead none of the TOS bits been
set.



Note that both of these early RFCs operated under the implssumption that TOS could be character-
ized on a linear scale from “better” to “worse,” not a quaabfe metric. More quantifiable and realistic
approaches to specifying service may take on a less clemgrbhical character. Specifically, it may be
possible to provide low delay and delay variation for a sraalbunt of throughput or an unspecified delay
variation with higher throughput.

A Service-Oriented Approach

In the early 90’s, with the first Internet audio and video ekpents, there was a new interest in IP QoS.
This resulted in an approach termed Integrated Services gaown as IntServ) and outlined in RFC 1633
written in 1994. It stated the QoS problems as:

Real-time QoS is not the only issue for a next generationafficrmanagement in the Internet.
Network operators are requesting the ability to controlgtharing of bandwidth on a particular
link among different traffic classes. They want to be ableitaéd traffic into a few administra-
tive classes and assign to each a minimum percentage ohkhedndwidth under conditions of
overload, while allowing "unused" bandwidth to be avaiaht other times. These classes may
represent different user groups or different protocol feas, for example. Such a management
facility is commonly called controlled link-sharing. Weauthe term integrated services (IS) for
an Internet service model that includes best-effort servigal-time service, and controlled link
sharing.

The identification of controlled link-sharing is clearly aggregate treatment of packets, yet the document
considers only flow-oriented QoS, not QoS for traffic aggregjaA flow is defined by RFC 1633 as:

define the "flow" abstraction as a distinguishable streanelated datagrams that results from
a single user activity and requires the same QoS. For exaraflew might consist of one
transport connection or one video stream between a givdrphaos

and the document takes the clear position that Int®sguiresflow-level admission control and resource
reservation( as seen in the following two passages):

The first assumption is that resources (e.g., bandwidth} brusxplicitly managed in order to
meet application requirements. This implies that "reseueservation” and "admission control”
are key building blocks of the service.

We conclude that there is an inescapable requirement feenoto be able to reserve resources,
in order to provide special QoS for specific user packet stegar "flows". This in turn requires
flow-specific state in the routers, which represents an itapband fundamental change to the
Internet model. The Internet architecture [h]as been fedrah the concept that all flow-related
state should be in the end systems [Clark88].

Thus IntServ's model deliberately sets out to break thatgfahe Internet architecture. Admission control
for the IntServ architecture is described as functioninéptsws:



Admission control is invoked at each node to make a local@tegect decision, at the time a
host requests a real-time service along some path throegintirnet.

This is very similar to the telephony model but is not comsistwith the Internet architecture as it is not

only not scalable, but not practical administratively. Berttication and charging need to be carried out at
the network level as they are for peering agreements todag fact that the administration model does not
match the Internet has been one factor in IntServ not beingted.

A Packet- and Network Domain-Oriented Approach

After some time of discussion in the Internet Research Taskd-(IRTF) and an IETF Birds-of-a-Feather
session covering requirements [FDIFS], the differentiatervices (Diffserv) approach was officially started
in the IETF in 1998. Differentiated services architectusean approach to delivering QoS in a scalable,
incrementally deployable way that keeps control of QoSlltmahe cloud, pushes work to the edges and
boundaries, and requires minimal standardization, emaging maximal innovation. This is accomplished
by separating the packet forwarding path and control planetions appropriately. The fields of the TOS
octet were redefined to have a 6-bit Differentiated Sernigede Point (DSCP) field, in bit positions 0-5.
The DSCP is used to identify the behavior aggregate to whiehpacket belongs and thus can be used
to index the forwarding path behavior it should receive. Tdvvarding behavior at each node is called a
per-hop forwarding behavior (PHB).

This approach builds on both the earlier packet-orientattepts and some of the concepts expressed in
IntServ, but is also quite different. It differs from the ginal per-packet QoS by avoiding associating
gualitative performance with the per-packet treatmentksiarsimilar in that packet marking meanings are
inherently local. However, both the concept of agreeing ackpt markings between two clouds and the
primitives to enforce such agreements are called out inrittetactural model and the standards [RFC2474,
RFC2575]. The burden is on the network to control its bouiedaiRFC 2474 describes using Diffserv in a
network cloud:

Services can be constructed by a combination of: settisgrbén IP header field at network
boundaries (autonomous system boundaries, internal &trative boundaries, or hosts), -
using those bits to determine how packets are forwardedéogdles inside the network, and -
conditioning the marked packets at network boundariesdnraance with the requirements or
rules of each service.

Compared to IntServ, Diffserv rejects the model that adimissontrol and resource reservation must be
done on a per-router basis and moves these functions to amedomain level. The policy of the domain
determines which packets are admitted at the network boyrdir which treatment is simply by the DSCP
mark in the packet header. The policies can reside in a demitigy, be distributed at or close to boundaries,
or some combination. Enforcement of the policies is digteld at the network boundaries. In one sense,
Diffserv views network clouds similarly to how IntServ viswouters. Along the packet forwarding path,
there are similar primitive functions, i.e., classifierslgracket schedulers. On the other hand, Diffserv
explicitly rejects the notion that services map to appiaat (or vice versa), but rather a service would be
made available and admission and marking follows the mondyadministrative policy.



Figure 2: Control, Enforcement, and Packet Flow in a Diffdeomain
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Diffserv defines network primitives that can be put togetbeteliver a particular behavior to packets as they
transit a domain. Such a specific behavior is called a Perdido®ehavior (PDB) and the network edge
(using classifiers and policers) is set to enforce the PD&jgirments while the network interior (using
packet scheduling) is configured to deliver the QoS levedgifipd for the PDB. A “flow” is admitted into

a traffic aggregate associated with a PDB and the admissigromérough static configuration, per-flow
signalling, exchange of credentials (“cookies”), or argqticable means desired by that domain. Admission
control changes may result in reconfiguring the network gtigethe interior configuration is regarded as
a provisioning decision and only changed on longer timeescaAttributes of a PDB derive from how the
edge is protected (what enters the behavior aggregate)amthle individual router hops treat each packet
(per-hop behaviors).

Figure 2 shows that a domain may consult some policy entitstbd at its boundary which may in turn
consult another policy entity, one which may be more “cdhgimply a “peer” entity at another boundary.
The network domain’s edge ensures the egress packet flowroonto the agreement with the next domain
and, in turn, policies that domain’s traffic upon entry. tlesthe domain, packet forwarding uses the value
of the DSCP field to steer packets to different queues whiehsarviced by packet schedulers to deliver
differential treatment.

The challenge in Diffserv is to carefully construct PDBs kattthe per-hop behaviors are invariant under
aggregation and a sensible QoS that gives a uniform expmctatall packets of the same aggregate results.
This is much more challenging than many believe. It is eastedo at the most restrictive end (limited
bandwidth, strict traffic profiles, careful provisioning)dafor the least restrictive classes (“best effort” type)
than for other types of service.



Figure 3: Many Types of Clouds Multiply Interconnected
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FITTING QOS TO THE INTERNET

Today’s Internet is made up of network domains, collogviaiifered to aslouds. Clouds do not solely
denote regions of different ownership, but are regions laitik® homogeneity in terms of administrative
control, technology, and/or bandwidth. They can be useddicate regions whose resources differ or
which are administered by different departments of onestangganization (Figure 3). As a roll-out strategy,
Diffserv QoS can be deployed in only one cloud, doesn’t nedaktsignaled per connection, and the state
in most nodes can be reduced considerably as compared teammoriented approaches which tie up
resources, require state for every connection and are aanrentally deployable or scalable.

When network clouds are operated by different organizatidhe service expectations for packet traffic
transiting a “foreign” cloud must be expressed in some maané often represent a contractual agreement,
containing an SLA (Service Level Agreement). This is truetfe single class of traffic in the Internet
today and adding QoS to IP traffic is expected to result in alogtof service levels spelled out in one
bilateral agreement where the method of binding packetendgce level would be part of the agreement.
This suggests looking at how expectations are expresseg togrovide a framework where this approach
can be extended.

ISP Service Level Agreements (SLAs) Today

Currently, most ISPs make service level guarantees as péneio contracts. For example, MCI's web
site in February of 2004 targets monthly latency figures ofrfiliseconds or less for regional round trips
within Europe or North America. MCI SLAs guarantee 99.5% ager packet delivery for regional round
trips within Europe or North America. The method of measwgrincollection, and computation of the
metrics is critical to understanding their meaning. Acaagdio its website, MCI, like most ISPs, takes
these measurements in its core network by collecting pirrgshwuse the Internet Control Message Protocol
(ICMP). This data is collected in 5 minute intervals and thaistics are derived from an average of all
samples of the previous month. Thus the measures are nattaugiper bound, but an upper bound on the



Figure 4: Forwarding and Control Planes in a Router
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average. For best-effort traffic, this is a reasonable amroDiffserv PDBs are specified in RFC 3086 as a
framework to extend these kinds of measures and metho@slogi

Forwarding Path and Control Plane

Two very different functions must be carried out for packabwkry in the Internet. One is packet forwarding,

a relatively simple task as it must be performed at line-oate per-packet basis. Packet forwarding uses the
packet header to find an entry in the routing table that detesnthe packet’s output interface. The other
is routing, which sets and maintains the entries in thaktabld may need to reflect a range of transit and
other policies as well as to keep track of route failures. tRguis more complex and continues to evolve.
The separation of these data and control paths is an impgaainof the Internet architecture. Internet QoS
follows this model by using a field of the packet header to fineatry in a behavior table that determines
which output queue to put the packet into. This behavioretabll be configured by a QoS agent and the
development and evolution of this QoS agent may take plgsarately from the design of forwarding path
features.

Similarly with basic packet forwarding, forwarding packetith differentiated QoS is a relatively simple
task. There are only a small number of ways of differentgatiehavior: packets can be dropped, sent on,
or queued. Packet queues can be scheduled to provide diféekay, throughput, and loss characteristics.
Figure 5 shows the forwarding path primitives in the conte cloud.

FORWARDING PATH BUILDING BLOCKS AND MECHANISMS

As noted, the IP QoS control plane can evolve over time, batftiiwarding path must be capable of
providing the required Diffserv primitives well from thedtrroll out of IP QoS.

Differentiated Services Forwarding Path Building Blocks

A differentiated services-compliant network node incideclassifier that selects packets based on the value
of the DS field, along with buffer management and packet sadireg mechanisms capable of delivering
the specific packet forwarding treatment indicated by th€P.SSetting of the DSCP and conditioning of



Figure 5: Forwarding Plane Primitives in the Network Cloud
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the temporal behavior of marked packets need only be peerah network boundaries and may vary in
complexity.

Forwarding

Figure 4 shows the forwarding path building blocks as: di#sqC), Policer (P), Marker (M), Queue (Q),
and Sharing/Shaping (S).

Classification takes apart (input) packet stream. Classifielect packets based on the content of packet
headers according to defined rules and may be one of two tgpaaitiple field (MF) classifier or a behavior
aggregate (BA) classifier. MF classifiers filter on an arbjtnange of IP header fields. Awinimumthis
should include the (possibly masked) six-tuple of sourestidation, source port, destination port, protocol
type, and TOS octet. Other packet fields may be included amdist eventually work for IPv6 as well as
IPv4. BA classifiers filter on a packet's DSCP (bits 0-5 of ti@SToctet) and all Diffserv-compliant nodes
must be capable of classifying on (at least) the DSCP. A &xiffssompliant node must be capable of running
required classification at line rate.

Policing enforces the rules governing packet substreamxskd®s are tested for conformance to a particular
average rate and instantaneous rate. Packets which do mformmoare forwarded to a particular policing
action which might include dropping or re-marking (to beeopart of a different aggregate). Policers
contain meters used to measure a traffic stream (which maybearclassifiedfrom a more general traffic
stream) against a traffic profile.

Marking propagates information about the aggregate doeast. Particular forwarding treatments are
determined by the "mark" that appears in the packet's DSA®. fig Diffserv-compliant marker must be
capable of writing a six-bit DSCP into the packet’s TOS oatdts maximum forwarding rate.



Queues isolate traffic aggregates from each other. Seriffegethtiation gives some traffic aggregates a
level of service (or minimum level of service) that is indegdent of other traffic: in other words, isolating

that class from other packets on the same wire. Nothing Ipatrate queues can perform this function: drop
preference schemes offer some protection for differenteggdes but not isolation. For example, in the
same queue, all streams will see the same (possibly lardgs). déore queues at an output interface mean a
customer can configure more isolated traffic aggregates. might be useful at some boundaries, but when
provisioning aggregates for an entire domain, it is unjikblat more than a small number will be practical.

Active queue management distributes packet drops andmisegengestion collapse. A queue that is con-
figured for low latency, zero-loss traffic (such as the DB qudeascribed in [RFC3248]) will not have any
persistent queue, thus queue management will have no affdds not required on such a queue. Queues
may have active queue management as defined in RFC 2309 aratditignally meet the requirements of
[RFC2597].

Sharing/Shaping constructs an (output) packet streandl@sdocal policy and downstream agreements.
Delivering a fixed bandwidth, independent of other trafferjuires time-based queue service (traffic shap-
ing). Delivering relative link shares requires some var@n/NVRR queue service, of which there are many;

some better than others at isolation. Packet schedulinghfaiing the link may be done separately from a
scheduler that additionally shapes packets in a possibiywark-conserving way, though an example that

perform both functions is Class-Based Queueing [CBQ]. &meust be a link sharing packet scheduler for

the queues. The shaping requirements depend on the role mitédnface within the topology.

Edge and Interior Functionality

The DSCP is used to identify the forwarding treatment packe¢ to receive within a cloud, but at the
network edge, it must be possible to identify packets by noomaplex criteria and mark them for the
correct treatment. This puts the most complex “work” of tbenarding path at the edge or boundaries
of the network clouds. It is the responsibility of each natwoloud to monitor the traffic crossing its
boundaries and only admit packets into its interior and anfmarticular behavior aggregate if it conforms
to its administrative policies. Thus, the edge needs masimanthat allow it to monitor and enforce the
policies. The policies themselves may be static or may bbyssbme kind of admission control. When the
network edge is &ust boundary as occurs between clouds with differnent administratiben the control

of the traffic entering the network must be the most stricte Titonitoring needs to identify the packet,
check its conformance to a particular traffic profile, and;afmpliant, mark it with the appropriate DSCP
that will be used in the interior. For packets exiting thewwk, it may be necessary to ensure that they
conform to the traffic profile expected and/or contractedhwhit downstream network.

These monitoring primitives at the network edge are condiguo match admission control and resource
reservation policies. Such policies may be static or dyoaand the time scale of applicability may cover
a wide range. This process is called traffic conditioninge Tésource that the edge controls is admssion
to a particular behavior aggregate that can transit theiantef the cloud. The interior of the network is
provisioned such that certain quantifiable charactesistacrue to different types of behavior aggregates. An
admission control mechanism must be configured with the éd®on what can be admitted to each behavior
aggregate. Thus the expectation is that each behaviorgajgie characteristics will be represented by its
worst case values (e.g., of maximum delay), though a comguelxsophisticated mechanism might work
differently.



Interior nodes need only steer packets to the appropriate li@havior (most typically represented by a
gueue at the output interface) for the packet's DS@&k and provide the expected per-hop behavior.
Note that the output interface part of a boundary router neagdnmsidered to be in the interior of a cloud.
The queues and sharing mechanism implement the Diffserv. RHtBe interior of a network, the number
of required queues should be on the order of the number ohclisgiehavior aggregates corresponding to
PDBs provisioned on that network, a small number. At the eggeues may be used for additional customer
isolation and thus devices intended for the edge may need quaues and more complex scheduling.

Clearly network nodes at the edge must have the most sagattedi classification. Frequently, but not
always, the line rate of of packets crossing a boundary wilblss than in the interior, hence it may be easier
to implement these complex functions at boundaries. Adstratively, it is generally easier to isolate one
particular ingress/egress and use a smaller set of clasdifi@n at any interior link. Policers, shapers, and
MF classifiers typically appear only at network boundaries.

FROM EDGE-TO-EDGE TO END-TO-END

The evolving model of IP QoS, based on the Diffserv architexst recognizes both the reality and the
strengths of the real Internet. The fundamental differdmegveen this model and the IntServ model is
that resources are controlled and allocated gercloud basis, that is, admission control and resource
allocation are seen as cloud or domain functions, not pgierdgunctions. QoS characteristics are configured
and guaranteed on a per-domain basis; traffic transitingvebeo of domains gets the concatenation of the
guarantees of each domain. In a sense this is analogoussenrivuilding QoS from transiting routers, but
routers are not the right level of granularity for servicagntees and admission control decisions, both for
scaling and administrative reasons. Not only is this modalenimplementable, it really is the only right
choice for Internet QoS since it evolves out of existing pcac

Many advantages arise quite naturally from the cloud-b&3e8. Since clouds can map to the indepen-
dently administered regions of the Internet, the contes livithin one administrative unit (e.g., company,
governement agency, etc). There is the further advantagettts approach is architecturally agnostic in
that within a cloud any technology might be used to deliveBQ8imilarly, it is agnostic to the signalling,
resource reservation and admission within a cloud, thusetbemponents can develop and evolve separately
from the business of providing QoS mechanisms in the foringrgath. Focusing on clouds permits incre-
mental deployability, bringing QoS to the Internet one dai a time. For QoS guarantees to be exchanged
between clouds, there must be some bilateral agreemenééetie clouds but this can also be signalling
agnostic in the early stages. It is anticipated that eartyods in the bilateral agreements will be useful in
the evolution of an Internet-wide standard when it is needed

Putting together the Building Blocks within a Cloud

Edge-to-edge services are built by adding rules to govehaler aggregates with regard to the initial
packet marking, how particular aggregates are treatedwatdawies, and temporal behavior of aggregates
at boundaries. Different user-visible services can sh@esame aggregate. Services must be sensible and
guantifiable under aggregation. The Diffserv Per-Domaih&@@r (PDB) is the idealized edge-to-edge
service. RFC 3086 defines the PDB as:



the expected treatment that an identifiable or target gréppakets will receive from “edge-to-
edge” of aDS domain. A particular PHB (or, if applicablet 66§ PHBs) and traffic conditioning
requirements are associated with each PDB.

RFC 3086 discusses PDBs and their specification in detailitasttbuld be consulted for those requiring
a deeper understanding. The definition of a PDB is based @alidonditions, that is no link errors or
routing failures, so the service levels made visible to daruer might be somewhat more conservative or
may be stated with a statistical probability based on thevort operator’s observed level of network up
time.

Control Plane Functions

A repository of of policy is needed to keep track of priostiand limits on QoS allocations for individual
users, projects, and/ or departments. An entity needs &veecequests for QoS, consult and update the
database, and send configuration information to the rquidnere indicated. RFC 2638 discussed these
requirements and used the term Bandwidth Broker (BB) for & @gent meeting them. A BB is part
of the network infrastructure and must authenticate reguiesm users, though information can also be
configured. Intradomain policy decisions and implemeatetiremain up to each domain much as for
intradomain routing.

The BBs functions can be accomplished by a single central/glny cooperating entities, by a hierarchical
or peer-level arrangement of entities as appropriate fardagolar network. Here the term “BB” is used
loosely to refer to the functionality regardless of how itnglemented in a particular network domain.

One of the BB functions is to allocate and control accessddgpecial’ QoS levels across its domain. Fig-
ure 6 shows possible QoS control flows. A host application sesg a request for special service directly to
the network, using an RSVP-like signaling protocol. Retgiean come from many other sources including
network administrators. A request must include the regjisstbentifying information as well as information
identifying the flow, microflow, or aggregate for which thepest is intended. At the Policy Enforcement
Point (PEP), this message is recognized as a request anid $keatallocation agent. The allocator needs to
check the BB policy database, the requestor’s credentl@stime of day and any other relevant informa-
tion, then returns a “yes” or “no” to the PEP (or directly tethost). If a “yes” is returned, the appropriate
DSCP and policer information is sent to the PEP for enforcgr(end to the host for conformance). If the
reply goes directly to the host, then it must be cryptogregdhy signed in some way so that the PEP wiill
know it is valid.

The BB is a control plane entity used to implement a cloudkcpgoals and to configure the forwarding

path accordingly. The best way to do this is still an open tioesyet using simple policies and static

configuration, it is possible to deploy useful network Qo8c&lling the analogy to basic Internet packet
delivery, we note that the Internet does not use a singlengutrotocol, thus we might expect a range of
QoS control protocols in each cloud. Over time we expect glsimethod of gluing together cloud QoS

will evolve.

Connecting Network Clouds

Each network cloud is free to use any method to provide Qo&sadts domain. In order to provide QoS
across network clouds, clouds that exchange packet traffst agree on how packets are to be marked and



Figure 6: Intracloud QoS Allocation Options
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what level of QoS they will receive as they transit a domainisTan be a static agreement for specific traffic
profiles of traffic marked with a particular DSCP that can befigured into the network’s edge policers. If
the communicating network clouds agree, some form of dyaaiginalling can be used and a cloud’s QoS
agent can configure the edge policers and meters in resppasedquest, for the lifetime of the request.

Figure 7 shows an enterprise network (on the left) and itmeotion to an ISP. Assume that the enterprise
has set up théoo PDB which utilizes the SP PHB to send voice-over-IP. The teafers have been set up
to MF classify and police traffic, marking conformant traffiith the correct DSCP. Inside the enterprise
network, the DSCP will be used to select the router treatmkrihe any SP packets leave the enterprise
network, the aggregate can be shaped to meet the trafficepaafieed upon with the ISP (and perhaps
remarked to the ISP’s specification). The shaping is in therprise network’s best interests since this
prevents the ISP from finding any packets out of profile angireg them. At the ISP border, the packets
may again be MF classified (to determine the originator) aag be remarked in the DSCP. If there is no
signalling between domains, the shapers and policers afegaced to reflect a contract agreement and the
enterprise allocates its SP packets among hosts accoapuity.

In 1997, in early diffserv discussions, an approach to amenecting domains was proposed (documented
in RFC 2638) where the BBs along the path communicate. R&jtragel along the domains one hop at a
time, as shown in Figure 8 (taken from RFC 2638). Each dom&B may optionally query other adjacent
domains if the first refuses the request. Further, each dosrBB may check resources and reserve them
completely differently. All that must be agreed upon is thenmer of communicating the request and the
response.

In time, the protocols for connecting clouds might evolvedmething structured and standardized, but this
is not necessary in order for enterprise networks to deplo$ @ithin their boundaries or for an individual
ISP (or small set of ISPs) to offer customers QoS to othes sitmnected to the ISP. The approach to
providing QoS inside a cloud does not need to be exposed textieenal protocol, only the traffic profiles
acceptable and the bounds that can be expected on suchrirafisures as delay. Individual clouds can use
the signaling protocol and control plane QoS agent of thHediae. This is analogous to a cloud’s choice of
an interior routing protocol vs the use of BGP for connectimgrnet clouds.

A detailed treatment of Diffserv QoS, with examples, is eimed in [DIFFINT]. Early work on a diffsev
architecture [RFC2638] is partially obsolete, but the oairilane architecture is still relevant.



Figure 7: Connecting an Enterprise Network to an ISP

Routers in both domains
are configured to queue SP
marked packets separately

DMZ

»

Enterprise

Border
Router

Edge routers pofice and mark

particular local traffic based on Upstream Border Routers shape Downstream Border Routers

filier specifications departing aggregate SP marked police marked traffic on interdomain
traffic to meet negotiated rates links to negotiated rates

Figure 8: Dynamically Connecting QoS across Domains
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STATUS AND FUTURE

Since the definition of PDBs, only three specifications haentproposed to the IETF. One was an Assured
Rate PDB based on the Assured Forwarding PHB which is no foagie/e. In addition there was a Bulk
Handling [BH] PDB proposed which has been superseded by &t Bffort PDB [RFC 3662] incorporating
the earlier work. Finally, there was a Virtual Wire PDB [VWhieh is still under development by the author
to provide delay bounded behavior

Tthe major work of IP QoS is out of the standards arena. Goottromplementations, enterprise network
roll-outs and ISP service models are needed to advanceatieaotQoS. Once more work is done developing
PDBs and services based on them, work can advance to colana structures to concatenate PDBs.
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